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Abstract. Density based clustering methods allow the identificaticarbitrary,
not necessarily convex regions of data points that are depspulated. The
number of clusters does not need to be specified beforehattastar is defined
to be a connected region that exceeds a given density thdesfds paper in-
troduces the notion of local scaling in density based ctirgjewhich determines
the density threshold based on the local statistics of ttee @ae local maxima of
density are discovered usingcanearest-neighbor density estimation and used as
centers of potential clusters. Each cluster is grown unéldensity falls below a
pre-specified ratio of the center point’s density. The tsyklustering technique
is able to identify clusters of arbitrary shape on noisy lgacknds that contain
significant density gradients. The focus of this paper isuimmate the process
of clustering by making use of the local density informationarbitrarily sized,
shaped, located, and numbered clusters. The performarice oéw algorithm is
promising as it is demonstrated on a number of syntheticsd&tand images for
a wide range of its parameters.

1 Introduction

Clusteringis the process of allocating points in a given dataset irgfilit and mean-
ingful clusters. Density based clustering methods allogvittentification of arbitrary,
not necessarily convex regions of data points that are tiepspulated. Density based
clustering does not need the number of clusters beforehanmdlies on a density-based
notion of clusters such that for each point of a cluster thghi®rhood of a given radius
(¢) has to contain at least a minimum number of poipjs However, finding the correct
parameters for standard density based clustering [1] i mian art than science.

This paper introduces the locally scaled density basedering (LSDBC) algo-
rithm, which clusters points by connecting dense regionspaice until the density
falls below a threshold determined by the center of the elutSDBC takes two input
parametersk, the order of nearest neighbor to consider for each data pmirden-
sity calculation andy, which determines the boundary of the current cluster esipan
based on its density. The algorithm is robust to backgrowigerand density gradients
for a wide range of its parameters.

Density based clustering in its original form, DBSCAN [14, sensitive to minor
changes in its parameters known as the neighborhood of & gadius €) and the
minimum number of points that need to be contained withimisighborhoodg). We
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discuss density based clustering and identify some oféwbacks in Sect. 2. Although
using different parameters for the radius of the neighbodrand the number of points
contained in it appear to give some flexibility, these twoapaeters are actually depen-
dent on each other. Instead, the LSDBC technique employslézeof local scaling.
We order points according to their distance to thfr neighbor. This gives an approx-
imate measure of how dense the region around each pointes, Starting with higher
density points, we cluster densely populated regions kegeThe resulting clustering
technique does not require fine tuning of parameters and is nobust. OPTICS [2]
also bases its clustering decisions on the local densitysiglkNN type density esti-
mation (differences are explored in Sect. 6).

The local scaling technique, previously employed sucodigdby spectral cluster-
ing [3], makes use of the local statistics of points to sefgattae clusters within the
dataset. The idea is to scale each point in the dataset wabtarfproportional to its
distance to itsth neighbor. Section 3 discusses local scaling and how ibearsed for
clustering purposes. We show that when local scaling is irsddnsity based cluster-
ing, it creates more robust clusters and allows the autcroegation of clusters without
any need for parameters other thgrthe order of nearest neighbor to consider, and
which decides when the drop in the density is necessary éocltister change.

Density based clustering is important for knowledge discpvn databases. Its
practical application aresas include biomedical imagensedation [4], molecular bi-
ology and geospatial data clustering [5], and earth scitasies [1].

The following lists the contributions of this paper. We aduce locally scaled den-
sity based clustering (Sect. 4), which correctly ignoreskgeound clutter and identifies
clusters within background noise. LSDBC is also robust angjes in the parameters
and produces stable clusters for a wide range of them. LSDBKkemthe underlying
structure of high-dimensional data accessible. The proble deal with include: (1)
finding appropriate parameter values, (2) handling datadifferent local statistics, (3)
clustering in the presence of background clutter, and @)eimg the number of param-
eters used. Our results show better performance than pemtnafustering techniques
such as DBSCANEk-means, and spectral clustering with local scaling on stith
datasets (Sect. 5). Our results on image segmentation diskshow that LSDBC is
able to handle image data and segment it into meaningfubmsgRelated work and
density estimation are discussed in Sect. 6 and the lasbsecincludes.

2 Density Based Clustering

Density based clustering differentiates regions whicretragher density than its neigh-
borhood and does not need the number of clusters as an infameter. Regarding a
termination condition, two parameters indicate when theaesion of clusters should
be terminated: given the radius of the volume of data pomtedk for, €, a minimum
number of points for the density calculations, has to be exceeded.

Let d(p, q) give the distance between two poipteindg; we give the basic termi-
nology of density based clustering belowvneighborhood of a point is denoted by
N.(p) and is defined by.(p) = {¢ € Points| d(p, q) < £}, where Points is the set
of points in our dataset. &ore pointis defined as a point above the density threshold
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wrt. ¢ and p, i.e.|N.(p)| > p. A border point is defined as a point below the threshold
but that belongs to the neighborhood of a core point.

Definition 1 (Directly density-reachable). A pointp is directly density reachable
from a pointg wrt. £ and g, if p € N.(¢) and |N.(q)| > ¢ (core point condition).

Definition 2 (Density-reachable).
A pointp is density reachable from a pointwrt. £ and g, if there is a chain of points
P1, D2, - Pny P1 = ¢, P, = p SUch thatp, ; is directly density reachable from.

Definition 3 (Density-connected).
A pointp is density connected to a poigtwrt. £ and g, if there is a point- such that
bothp andgq are density reachable fromwrt. ¢ and p.

A clusterC wrt. € and g is a non-empty set of points such thét,q € C, p is
density connected tpwrt. £ and .

Selecting appropriate parametessand g, is difficultin DBSCAN and even in the
best setting, the results may not be good. Figure 1 givegseptative results using our
synthetic datasets. Note that minor changes in the parasnesad p creates spurious
clustering results. In all of the following graphics, grayifts are considered as noise.

Esteret al. [1] suggest that the user will look at the sortédlist graph (plot of
points’ distance to theitth nearest neighbor in descending order) and select a thicesh
point, which will divide the points into two sets: noise ardsters. The selected thresh-
old, 4NNDistvalue, can be used for determining the parameters as ia:4NNDist
and o = 4. However, for some datasets, the threshold point may noaggte pick, it
may not be unique if there is variance in the dendgity} may not be the ideal setting,
and this approach assumes user intervention.

DBSCAN, Eps:0.17 MinPts:5 DBSCAN, Eps:0.17 MinPts:6 DBSCAN, Eps:0.16 MinPts:5 DBSCAN, Eps:0.16 MinPts:5 DBSCAN, Eps:0.17 MinPts:4

Fig. 1. Density based clustering is sensitive to minor changesand o

3 Local Scaling

Zelnik-Manor and Perona [3] successfully applied localingato spectral clustering.
Local scaling is a technique which makes use of the localstita of the data when
identifying clusters. This is done by scaling the distanaesund each point in the
dataset with a factor proportional to its distance tokitls nearest neighbor. As a re-
sult, local scaling finds the scale factors for clusters wifferent densities and creates
an affinity matrix in which the affinities are high within chess and low across clusters.
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Given two pointsy; andz; from a datasety, let A, ., denote the affinity between
the two points, showing how similar two objects are. Basefbbrvz;, z; € X, letthe
following properties hold:

AI»;,I]' E [07 1]7 AI»L,w? = 17 Awi,wj = Amj,wi,- (1)

We could defined,, ., as:
d2(l‘i, ,Tj)

o2

); (@)

whered(z;, z;) is any distance function (such as the Euclidefgn; (— z;||?) or the
cosine between feature vectors) amds a threshold distance below which two points
are thought to be similar and above which two points are daned dissimilar. A single
scaling parametely, may not work for the whole dataset when clusters with déffeer
densities are present. Instead, a local scaling parametean be calculated for each
data pointr; such that the affinity between a pair of pointsandz;, is given by:

200 1
Tewz), Q

0i03j

Awi@j = exp(—

Aij = exp(—

whered(z;, z;) corresponds to the distance from to ;. When selecting the local
scaling parametes;, local statistics of the neighborhood of pointis considered. The

choice in [3]is:

0; = d(xla xf)a (4)
Where:ci-c is the kth closest neighbor of point; andk is chosen to b&. Thus,o; =
7NNDist(z;) in spectral clustering with local scaling.

4 Locally Scaled Density Based Clustering

Locally scaled density based clustering algorithm clssparints by connecting dense
regions of space until the density falls below a threshotemeined by the center of
the cluster. LSDBC takes two input parametdrsthe order of nearest neighbor to
consider for each point in the dataset for density calouedind «, which determines
the boundary of the current cluster expansion based oniitsityle

The LSDBC algorithm first calculates the values for each point based on their
kNN distancess allows us to order points based on their density. Smallealues
correspond to denser regions in the dataset. The set ofpiathen sorted in ascend-
ing order of theire. Algorithm 1 presents the main method of LSDBC. The function
kNNDistVal takes a point and a numbgrand returns the distance of the point to its
kth nearest neighbot, as well as the set of itsnearest neighborsocalMax function
ensures that the selected point is the most dense poinhlatéts neighborhood.

The ExpandClustemprocedure, given in Algorithm 2, expands the cluster of @giv
point, p, by exploring neighboring points and placing them into tame cluster ap
when their density is abovg%'typ). The initial pointp is called the center point of
the cluster. Thex parameter prevents the expansion of a given cluster inione@f
points with a density smaller than a factor f* relative to the center. The density of
a given poinp is calculated as:

densityp) = eﬁn (5)
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Input: D: Distance matrixk: input to KNN-dist function,n: number of dimensionsq.
Output:Allocation of points to clusters.

for p € Pointsdo
p.class= UNCLASSIFIED

[p.Eps p.neighbor$ = kNNDistVal(D, p, k);
end
Points.sort); /+ Sort on Eps */
ClusterID= 1;
for p € Pointsdo
if p.class== UNCLASSIFIEDand localMax(p) then
ExpandClustefp, ClusterID, n, a);
ClusterlD = ClusterlD+ 1;
end

end
Algorithm 1: LSDBC: Locally Scaled Density Based Clustering Algorithm

wheren corresponds to the dimensionality of the dataset. A pdiig defined as aore
pointif its density exceeds the density of the center point fordluster multiplied by

27
k k
20en g7, ©)
p p’
Therefore,
ey < 29/, ()

Equation (7) provides us a cutoff point when expanding elustgions.

In the final clustering scheme of LSDBC, we need only two partans: the: value,
which is a parameter corresponding to up to which closegteir we should look for
when clustering points, and which takes role in identifying a cutoff density for the
cluster expansion. The focus of this paper is to automat@tbeess of clustering by
making use of the local density information for arbitrasiyed, shaped, located, and
numbered clusters. LSDBC enjoys good clustering resuits feide range of values
for k and «. An obvious advantage of LSDBC is that it is not sensitive aockground
density variations and therefore, it can be used with a wadge of clustering problems.

Computational Complexity. kNNDistVal operates irD(n) time. As it was sug-
gested in [1], if we use a tree-based spatial indexgarest neighbors can be retrieved in
O(log n) time. Therefore, the run-time complexity of LSDBC algonitiis O(n log n),
which is the same as DBSCAN's run-time complexity.

5 Experiments

We compared our algorithm, LSDBC with (1) the original déybased clustering algo-
rithm, DBSCAN, (2) spectral clustering with local scalirajyd (3)k-means clustering.
The results show that LSDBC's performance is superior teghbree clustering tech-
niques on the problems we analyzed. Spectral clustering lvital scaling achieves
comparable performance on some of the synthetic datas8®3BC produces robust
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Input: point, ClusterID, n: number of dimensionsg.

point.class= ClusterlD;
Seeds= point.neighbors
for currentP € Seedslo
if currentP.class== UNCLASSIFIEQxhen
currentP.class= ClusterID,
else
Seeds.deleteurrentP);
end
end
while Seeds.length- 0 do
currentP = Seeds.firgd);
if currentP.Eps< 2°/™ x point.Epsthen
Neighbors= currentP.neighbors
for neighborP& Neighborsdo
if neighborP.class== UNCLASSIFIEDthen
Seeds.apperideighborB;
neighborP.class= ClusterID,
end
end
end
Seeds.delefeurrentP);
end

Algorithm 2 : ExpandClusterExpands the cluster of a given point

clusters for a broad range of values foand o.. The robustness of LSDBC for different
values ofk can be seen in Fig. 2.

In this set of experiments, we compare the results of LSDB{B the clustering
techniques of DBSCANk-means, and spectral clustering with local scaling. Foheac
datasetk-means and spectral clustering methods accept the numiokrsdérs as in-
put wherek=20 is the number of ideal clusters for the given dataset. Teeefor the
clustering methods that we compare, including DBSCAN, wasetthe best possible
setting for the clustering. In Fig. 3, we compare their parfance on a more complex
dataset. In all of these examples, the performance of LSBB&Liperior to others in
terms of its ability to respect the boundaries of closelyated and similarly populated
regions. The difference between LSDBC's results is thatwlwes or k=7, the back-
ground clutter is divided int@ and2 clusters respectively whereas wheng, they
form a single cluster. When we look at the resultscaheans and spectral clustering
with local scaling, even under the best settings, we carhsaéttey divide densely pop-
ulated regions into separate clusters and merge regiohsiiffiérent densities together
whereas DBSCAN classifies regions with lower density beldiwashold as noise.

Apart from generating unnatural clusters in some dataseisther drawback of
spectral clustering ankkmeans is their requirement of the number of clusters ag,npu
whereas LSDBC can discover clusters of arbitrary size, eshigation, and number
without any knowledge of the number of clusters in the data.
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LSDBC, k& alpha:s LEDEC, k:&alpha:5 LEDBC, k& alpha:s L=DBC, k& alpha:s LSDBC, k:& alpha:s LEDEC, k:idalpha:&

P : s 2% S

H - = AR b v 1,

2 . 3 3 P Nahipn H t
LY I n o~ : t :
E g 0..‘_" _“._-3' PRRRPRTEE e K H

1, - Ricts M4 .

s T S

LSDEC, k12alpha:3 LSDBC, k:12 alpha:d LEDEC, k12 alpha:a LSDEC, k:12alpha:d LSDEC, k:12alpha:3

Sl

o"!’kw...f' '-'"'}

N

o

N
5

e,

-~
e T

Fig. 2. Robustness of LSDBC for different values/oaind «

In our next set of experiments, we deal with the task of imaggrentation. The
results can be seen in Figs. 4, 5, 6, and 7. LSDBC is able tlkectransparency in
the images. For instance, the background seen through ttidehiaole in the still life
image (Fig. 4) and the background itself is clustered inéosime cluster. The resulting
clusterings can be used to summarize images as well as cesrthem. As can be seen
from the resulting clusterings, LSDBC provides an adegseparation of the original
images, which makes it useful for the task of filtering tredq$ee Fig. 5).

6 Related Work and Density Estimation

In Esteret al. [1], density based clustering (DBSCAN) was presented asigtaing
technique which can discover clusters of arbitrary shapenéburg and Keim [8] in-
troduced a new density based clustering technique as DENECIMHich sums the den-
sity impact of a data point within its neighborhood. In effetensity based clustering
methods estimate the density of points in a given dataselusier and differentiate
densely populated regions. Two methods are commonly ugedefusity estimation
Parzen windows ank-nearest neighbok{N) estimation [9]. In Parzen windows, we
assume the existence ofladimensional hypercube with volunié = <%, wheree is
the length of an edge of the hypercube. Then, the number atgfalling within this
volume gives an estimate of the density (pick a radius andtdte number of neigh-
bors). Problems arise when choosingwhich determines the volum#,, also known
as the problem of finding the best window size KIKN, we choosé: nearest neighbors
and grow the correspondingand volumel” until it encloses thé: + 1 points (pick a
number of neighbors and compute the radius).

Density based clustering algorithms can also be dividextind types based on how
they estimate the density: Parzen window type &NiN type. Among the Parzen win-
dow type approaches, we can count DBSCAN [1], DENCLUE [8{ @bIQUE [10].
Most of these algorithms suffer from the problem of choodimg best window size.
LSDBC and OPTICS [2] are botkNN type density based clustering algorithms. OP-
TICS focuses on providing a representation of data (e.ghiagaility plots) that enables
different clusterings to be implemented and generates @eriog of points based on
the order in which they are explored by the subroutine ExgdunsterOrder. LSDBC
starts with a density based ordering and performs clustearesions starting with the
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Fig. 3. Comparison of clustering performance on a dataset witlemifft local statistics
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Flowers in vase LSDBC=7, a=6 k=22, a=3 k=13, a=5

Fig. 4. Segmentation of a still life image. Notice the identificatf the same transparent regions,
which can be seen through the handle of the vase

Trees (original) LSDBCE=17, a=5 k=7, a=4 k=13, a=9

Fig. 5. Segmentation of a group of trees and the sky

Oludeniz (original) LSDBCk=12, a=5 k=10, a=6 k=13, a=6

Fig. 6. Segmentation of an image of a seaside, Oludeniz

Ataturk (original) LSDBCk=10, =7 k=10, a=8

Fig. 7. Segmentation of an image of Ataturk
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densest available point. Also, the cut-off for clusters IRTICS is decided based on
the density gradient of the edges of clusters, whereas LSbBd&es its cut-off on the
density of the center of the cluster, which we believe to beemobust and noise free.

7 Conclusion

We have introduced the locally scaled density based clagterethod. LSDBC discov-
ers local maxima of density using a k-nearest-neighboritjeastimation method and
grows each cluster until the density falls below a pre-djmtratio of the center point’s
density. The resulting clustering technique is able totifygenlusters of arbitrary shape
on noisy backgrounds that contain significant density gnatdi The performance of the
new algorithm is demonstrated on a number of synthetic detand real images and
shown to be promising for a broad range of its parameters.

LSDBC can be effectively used as a tool for summarizing theiant relationships
within the data. We have shown that LSDBC’s performancefiedintiating between
densely populated regions is better than other clustetgagithms that we considered.
LSDBC can also be used to summarize and segment images iatamgyéul regions.
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