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Abstract. We focus on answering word analogy questions by using clagte
techniques. The increased performance in answering wortilasity questions
can have many possible applications, including questiswaring and informa-
tion retrieval. We present an analysis of clustering atgams’ performance on
answering word similarity questions. This paper’'s conttitns can be summa-
rized as: (i) casting the problem of solving word analogystioss as an instance
of learning clusterings of data and measuring the effecéige of prominent clus-
tering techniques in learning semantic relations; (ii)isieng a heuristic approach
to combine the results of different clusterings for the s of distinctly sep-
arating word pair semantics; (iii) answering SAT-type wenghilarity questions
using our technique.

1 Introduction

This paper focuses on answering word analogy questionsihy akistering. Discov-
ering the semantic relations between pairs of words is amitapt problem in natural
language processing, information retrieval, and questioswering. We demonstrate
that word pair analogies such laand:palm::foot:solajiven in Aristotelian format con-
tain shared semantic relations which can be learned.

Analogy identification is an important problem when answgmjuestions. We are
often interested in the same semantic relations that haldd®sn word pairs. Many
cognitive tasks are based on analogies and analogicalmiegséiuman cognition pro-
cesses known as analogy derivation, analogical reasoaird)similarity judgments
take central role in reasoning. The ability to answer woralagy questions is directly
related to word sense disambiguation, information extsacnd question answering,
information retrieval, and machine learning.

Identification of the relation between words is not a trigabblem. Most of the
time, we even do not have the vocabulary for representingefa¢gions. When we are
given a pair of words and asked the question of what the ogldtetween them is, the
first reaction we would give is to use a dictionary. Howeveerein the presence of a
dictionary and knowing which sense they are used with, we moainow the semantic
relation between them as it is usually context dependemtreéTare also open problems
in identifying what a semantic relation is, how we can repnéshe meaning of words,
and what can be the possible set of attributes for represpstimantic relations. On top
of this, given a set of attributes for representing semastations how can we learn or
identify semantic relations and which method of learningtioose is also a problem.



In a vector space model, we observe arbitrarily shapedesiisf semantically re-
lated word pairs and use these clusters to obtain informdt@yond the distance be-
tween word pair vectors. The contributions of this papertlree-fold: (i) We cast the
problem of solving word analogy questions as an instancearhing clusterings of
data and measure the effectiveness of prominent clustegtmiques in learning se-
mantic relations. (i) We devise a heuristic approach to loiomthe results of different
clusterings for the purpose of distinctly separating waaat pemantics. (i) We answer
SAT-type word similarity questions using our technique.

This paper is organized as follows. Next, we briefly talk alvelated work. Section
2 introduces our approach, the steps involved, our clugjéeichniques, and our scoring
algorithm. In Section 3, we present the results of our expenits with college-level
multiple-choice word analogy questions and the evaluatioour results. We discuss
and present future work and conclude in Sections 4 and 5.

Related Work:

Previous approaches used vector space models [SWY 75] &md $&mantic analy-
sis [LD97] to represent meaning of words. Vector space moagsures the similarity
of word pairs by the cosine of the angle between the featuwrtorg of each pair. La-
tent Semantic Analysis (LSA) is an application of the vesjmaice model where feature
vectors are found by the log and entropy transformation<9[]D

In arecentwork by [Tur05], Latent Relational Analysis (LRAintroduced, which
extends the vector space model making use of automaticpgtt@eration from a given
corpus, singular value decomposition (SVD), and the infttiom of sense similarity.

2 Approach

Learning semantic relations between words is problematimeswe do not have the
lexicon or attributes for representing the relations. Efi@ne, even defining the semantic
relations can be ambiguous. This paper makes the assuntpéibeemantic relations
are determined by both the word pairs and the syntacticrpattbat they are observed
with. The meaning of the words in the word pair that partitéda the semantic relation
also plays a central role in this process.

Given a word pairw; : we, Wwe may observe a semantic relation within or not
and the semantic relation observed within can vary baseti@syintactic patterns the
word pair is observed in as well. For instance, the semaealation in the word pair,
gold : ship, may be differentiship made of gold] andin[ship carryi ng gold).

The following examples from Pustejovski [Pus91] gives &ustkation: in the sen-
tence “the woman put out her cigarette”, the semantic maith the word paiput
out : ci gar et t e isfinishing-the-act-of-smokingr at a more general level of under-
standingfinishing-an-activityln the sentence “the man finished his beer”, the semantic
relation in the word paif i ni sh: beer is finishing-the-act-of-drinkingr at a more
general level of understandinfinishing-an-activityFigure 1 shows many levels of the
senses that can be understood. The lower levels of the semealations have smaller
number of instances or objects in the given context and caseée less frequently in
a given corpus of text. One premise of this work is thatrieny levels of semantic



relationscan be discovered by applying machine learning algorithrohk as clustering
for different levels of confidence.

finishing-an-activity

finishing-the-act-of-drinking

finishing-the-act-of-smoking > “the man finished his beer”

“the woman put out her cigarette”

Fig. 1. Many levels of semantic relations.

Also, word pairs and their clusters obtained by finding othegrs of similar words
to the original word pair can help in this analysis. For inst the cluster obtained
from the word paitbank: ci t y may contain other word pairs such laank: t own
andbank: count ry and by using many word pairs observed in clusters, we can find
higher level semantic relations. Therefore, better seimaglation classification mech-
anisms and better word similarity judgments can be mutwedgful.

In the following section, we describe the steps involvedun approach in which
we use clustering techniques for finding groups of word phis participate in similar
relations. The resulting clusters are then used for ansgevord similarity questions.

2.1 Stepslinvolved

We represent each word pair by the syntactic patterns teattzservable between the
words in the pair given a large corpus. For our experimengsuged the dataset from
[Tur05] derived by using Waterloo MultiText System [CCB3f the search engine.

The dataset is further smoothed by mapping its feature k&dbdo a lower di-
mensional space using SVD (choosing the largesingular values). Alternate pairs
are generated by using synonymous words based on a thesdowmsver, as we have
mentioned in the introduction, this may not lead to betteasueements as the seman-
tic relation that the pair discloses might change. We perfexperiments regarding this
choice in the next section.

Our approach is a multi-step process starting with the piEgssing steps given in
[Tur05]. The input to the system is a set of word pai#sP, that we are interested in.
Each word pairwp € WP, is represented as; : ws wherew; andw, are the two
words in the pair. We give an overview of the steps involveldle

1. Identify alternates: For allwp € W P, find alternate paira/p. An alternate pair is
generated by changing each word in the pair with one of itsl®pynonyms that
can be found in the thesaurus. Thus,

A
wp = Jw] : wh,



wherewy is any one of the top 10 synonyms of the wargd

2. Select alternates: For eachwp’ € wp, query the search engine for patterns of the
form [w} * * x w})], wherewp’ = w} : wh. Sortwp based on the frequency of the
formed phrases and select the tbpost frequent alternate word pairs. Lep’
be the set formed by the union of the tBpnost frequent alternate pairs and the
original word pairuwp.

3. Find patterns: For allwp € WP, whereWP = [ Jwp’, query the search engine
to find patterns of the forrw; * * x ws], [wy * *ws], OF [wy * ws]. Each« in the
pattern can match a word from the corpus. Select thel®@op patterns.

4. Generateamatrix: For eachup € WP, create arow and for each pattern P ws,
create a column fow; P ws and another one fow, P w;. Thus, we will have
8000 columns. In the final matrixX, X (i, j) = frequency of thgth pattern that
containsth word pair.Feature vectors are found by the log and entropy transforma-
tions [LD97]. X is a sparse matrix.

5. Apply SVD: The matrix, X, is further smoothed by mapping its feature set to a
lower dimensional space using SVD [TB97] by choosing thgdat300 singular
values to reduce the number of columng®0 instead oB000. Let this new matrix
beX300.

6. Apply clustering: We applyk-means, and spectral clustering &3.y. This pro-
vides us with different clusterings (i.e. allocation of wqrairs into disjoint clus-
ters).

7. Apply scoring function: The resulting clusterings are scored and combined to an-
swer analogy questions and to pick the correct answer froivea get of choices.

In the following section, we introduce the clustering teicues we used and our
scoring function.

2.2 Clustering for Semantic Relations Between Word Pairs

We used two different clustering techniques for analysingdata: (1)k-means clus-
tering, which partitions the data @f points intok clusters where each cluster is rep-
resented by the center of gravity of the cluster; (2) spécluatering [AYNO1], which
clusters points using eigenvectors of matrices derived fittee data (i.e. using the rela-
tive distances of points in the similarity matrix of the data

Local scaling is a technique which makes use of the locaktita of the data to
separate the clusters. This is done by scaling each poifiteirdataset with a factor
proportional to its distance to itsth neighbor. We used a locally scaling version of
spectral clustering [ZMPO04] for our experiments.

The usual definition of clustering assumes that clusterssgiens in the space such
that the intra-similarities of objects in them are maxindized the inter-similarities be-
tween them is minimized. However, in high dimensional spahe measures of close-
ness based on the Euclidean distance between objects alevaygs appropriate.

2.3 Scoring Algorithm:

Both k-means and spectral clustering takehe number of clusters, as input. We exper-
imented withk values2!, 22, ..., 28. How to score according to differehtclusterings



is an issue as each one represents a different view of theTdasasection presents our
approach to combining different clustering results for tidwek of answering word pair
analogy questions with each one having 5 choices. [Eateringis an allocation of
points to different clusters based bn

Input: qwp: A question word pairAW P: A set of answer word pairg/usters(wp): a
function which returns the clusters for a given word paitmClusterings: number of
clusteringspumo f Clusters|cluster]: number of clusters for a given clusterinkyster.
Output:An answer choice which attains the highest score.

cq = clusters(qup);
for cluster = 0; cluster < numClusterings; cluster + + do
ns=0; [/* Nunber of distinct answers in the sane cluster
as the question */
foreach awp € AW P do
ca = clusters(awp);
if cq[cluster] == calcluster] then
ns + +;
end
end
foreach awp € AW P do
ca = clusters(awp);
if cq[cluster] == calcluster] then
scorelawp] = scorelawp] + numofClusters|cluster]/ns;
end
end
end
choice = max(score);

Algorithm 1: Clustering Scoring Algorithm.

Each score is weighted according to the number of clustersthe clustering:;
has formed. The number,, is a measure of the precision of each cluster formed. We
call the number of cases a clustering disjointly clusteesdhestion and an answer
separately from other answersDisjoint. This number is also used for reaching the
final score of each alternative.

There are many decision points for the scoring functionijat to do in case of ties
in the score? (ii) Can we benefit from alternate word pairg@rAhtions in questions?
Alternations in answers? Both? (iii) Should we take the agerscore or the maximum?

With our scoring method, given in Algorithm, each clustering learned can con-
tribute to the final classification independent of othersug/twe may even combine
clusterings resulting from different clustering techrequ

3 Experimentswith SAT Questions

We used374 college-level multiple-choice SAT analogy questions &i teur approach,
which makes the total number of word pairs usd@8. This number is found after



adding alternate pairs for each original question word ({&if4 x 6 x 4)— no alter-
nate cases- word pairs not present in any pattern). In our experimenesuged the
dataset generated by using the Waterloo MultiText Systemn.génerating alternate
pairs, Lin’s [Lin98] automatically generated thesauruswaed. For SVD, we used
Rohde’s SVDLIBC, which is based on [Ber92].

SAT-questions dataset contains rare word pairs, in whielalerage human score is
57% [Tur05]. Hence, the dataset might not be effective igritisinating the semantics
of word pairs. Another problem might be our distance measline cosine distance
between word pair vectors may not be a good measure of distanclustering the
semantic relations. We may need to use other distance nesakke the Euclidean
distance for clustering.

We are using weighting to combine the results of a clusteionget a single score.
We have experimented with different weighting metrics facle clustering result. One
choice is to give each clustering equal weight and anothér igeigh them by the
number of clusters in each. We are using the latter which batter results.

Figure 2 illustrates the effect of using different numbeclifsterings on accuracy.
x = 64 corresponds to the case where we included clusteringsiwit2, 4.8, . .., 64.
The lower curve indicates the accuracy when the progranstseiee answer randomly
in case of a tie. The upper curve shows the accuracy when tigrgim selects the
correct answer in case of a tie.
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Fig. 2. Performance graph with increasing number of clusterings.

Performance of clustering methods of bétmeans and spectral clustering in an-
swering word analogy questions is shown in Table 1. We hawe trsing the thesaurus
based alternates for the question pair, answer pairs, botipne. Using alternates does
not seem to consistently improve the accuracy, howeverthatehe alternates are al-
ways used in performing the SVD and clustering.



Alternate$k-meangSpectral with local scalirg

none |41.23% 35.72%
question|44.01% 34.87%
answer [39.95% 35.45%

both [38.50% 32.89%

Table 1. Performance of clustering methods in answering word ayadogstions. The first col-
umn shows whether thesaurus based alternate word pairsbeawveused for the question and
answer pairs.

4 Discussion and Future Work

Average human score on this dataset is reported to be 57%g[TTOrney [Tur05] re-
ports a performance 66% using latent relational analysis. Although clusteringifes
in a lower performance than LRA, there are some benefits ateling: (1) We can
learn discrete semantic relations. (2) We can learn a luleyaf semantic relations. We
plan to learn the hierarchy of relational concepts that éseoved in the dataset and
see whether the resulting clusters are meaningful. Armlyfsthe clusters in terms of
their conformance to known semantic relations is also pastiofuture work. Various
ontologies [Fel98] and Nastase’s set of semantic relati]S03] form a good basis
for comparison.

These SAT questions are not easy to solve on the averageaseérttantic relations
in word pairs might not be clearly cut. Automating the taskaaswering similarity
questions for typical word pairs may be easier in generaiuréuwork includes au-
tomating this task for the top 5000 word pairs in a given cerpu

5 Conclusion

We present an analysis of clustering algorithms’ perforceaon answering word sim-
ilarity questions. The dataset we have is based on word padgheir occurrence fre-
guencies in some common sytactic patterns. We observeetmatrgic relations between
word pairs may be distinguished by using clustering tealnsq

Clustering semantically close word pairs may be more infgive than a distance
between word pair vectors. This paper contributes by: )ing the problem of solving
word analogy questions as an instance of learning clugterf data and measuring
the effectiveness of prominent clustering techniquesamli;eg semantic relations; (ii)
devising a heuristic approach to combine the results oeufit clusterings for the
purpose of distinctly separating word pair semantics) éiiswering SAT-type word
similarity questions using our technique.

Future work includes learning the hierarchy of relationah@epts and observing
the resulting clusters’ performance with respect to alyedéntified set of semantic
relations.
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