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Abstract. This paper presents an approach for building consensusogigs
from the individual ontologies of a network of socially irdeting agents. Each
agent has its own conceptualization of the world. The intvas between agents
are modeled by sending queries and receiving responsest@né$sessing each
other’s performance based on the results. This model enabléo measure the
quality of the societal beliefs in the resources which we represetheexper-
tisein each domain. The dynamic nature of our system allows usddefrthe
emergence of consensus that mimics the evolution of largualg present an
algorithm for generating the consensus ontologies whickesaise of the au-
thoritative agent’s conceptualization in a given domaigttde expertise of agents
change after a number of interactions, the consensus gytthlat we build based
on the agents’ individual views evolves. We evaluate thesensus ontologies by
using different heuristic measures of similarity basedhendomponent ontolo-
gies.

1 Introduction

Language evolves over time and similarly terminologiedvevas well. The non-existence
of a shared global conceptualization of a domain, which wereger to when resolving
misunderstandings, requires us to develop methods to fedazed and task oriented
solutions. In this vein, several special purpose ontolmgeve been developed for dif-
ferent domains. However, access to most of these ontolagrest straightforward and
they are proprietary [LGP90].

Semantic Web’s dream is to allow machines to share, expluitunderstand knowl-
edge on the web [BLHLO1]. Amontologyis a thesaurus [Sco86], which answers the
guestion of “what there is” [Qui86] in a domain. Ontologiesgent a structure over the
language we use to represent the world.

The existence of a single ontology that can cover all theiredwconceptual in-
formation for reaching semantic understanding is queabtmbecause it would pre-
sume an agreement among all ontology experts. Thereforardee agreement among
heterogeneous ontologies is not always possible. In the extseeme case, different
ontologies may not even share lexicons; hence making coneation impossible.

Another problem is that there exists various ontologiestbaceptualize the same
domain but it is hard to decide which one provides the besteptualization. The
quality of the statements can also vary within each ontaldgys, there is a need to



find models of building consensus among diverse sourcegefdgeneous statements.
In this paper, we address the problem of building consenstdagies which represent
the consensus from multiple heterogeneous ontologiesgiglg to a number of agents
interacting with each other.

Motivation. Forming a consensus ontology is important for two reasoinst, it
provides us with a vocabulary to which agents can refer tovthey encounter misun-
derstandings in communication. Second, it provides a uhifierld view supported by
the members, which facilitates distributed knowledge myenzent. Any information
system that makes use of different sources of knowledgesneedeal with the man-
agement of heterogeneous representations and conflitdtegrents. There is also the
need for checking the validity of resources.

Some issues we need to address are:

— How can we resolve conflicting conceptualizations of thelé®
— How can we relate concepts that are conceptualized or ndifiedently?
— How can we evaluate the goodness of the consensus ontology?

The impossibility of a shared ontology is not only becausthefdifficulty of im-
posing a standard on ontologies but also on reaching anégpem conceptualization
among different sources. A study by Stephens and Huhns [E#t@lv the difficulties
in reaching agreement even for a general domain like “huf@msexample ontology
from the Stephens and Huhns data is given in Figure 1).
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Fig. 1. Sample ontology from the data set.

Technical ChallengesOur goal is to reach semantic agreement among different
world views shared by different agents. There are a numhtecbhical difficulties that
we need to address.

— Conceptual mappingd concept belonging to the ontology of an agent need not be
present in other ontologies due to the heterogeneity ofemoalizations. There-
fore, we need to be able to find mappings between differeciogies.



— Conflict resolution:Finding consensus among sets of statements is not easy since
they may conflict with each other. As Arrow&ocial choice impossibility theo-
rem[Arr63] states, there can be no general method for reachifigtmal preference
order that will obey all of the preferences specified by thenners of a society.

— Consensus formatioWhat is a good way to form the consensus ontology?

— Consensus evaluatioiMeasuring the goodness of the final consensus is not easy
since each agent represents a different world view.

Contributions. The interactions in a social network enable us to model thieetad
beliefs in thequality of resources asxpertisein a given domain. Our approach for
building the consensus ontology is based on combining thefe®f experts in each
domain where expertise is gained by agents through sotéabictions. The framework
that we use is based on the social interactions of agentsefeeral based multiagent
system. The system collaboratively builds the consenstadagy based on the evolving
values for the expertise in each domain.

The system that we have developed has the following cotititbs. First, we are
able to model the emergence of consensual agreements arnoiadjysinteracting
agents. Second, we developed heuristics measures foraéinglithe consensus on-
tology based on three different perspectives. Third, wegnmea method of concept
mapping based on the conceptual structures in the ontalogie

Related Work. The naive approach would assign each resource (which caonibe ¢
putationally represented as an RDF triplet) can be assignedl weight from each
agent such that the statements with the majority of the wetesThis statistical rein-
forcement approach was taken by Stephens and Huhns [SHtl&]mEthod is likely to
result with conflicting and non realistic set of statemeAtsereret. al.[KA03] present
a framework for query transformation and a method for detgtemantic agreements
in which peers transform queries based on their local schemdatheir already ex-
isting mapping functions between schemas. Campbell andiShiCS98] attempt to
find algorithms for finding the meanings of unfamiliar wordg &sking questions.
Their approach is to resolve terminological mismatches tytological mediator.
Noy [Noy04] discusses techniques for finding corresponderetween ontologies.
Building consensus ontologies facilitates knowledge isigaand has applications in
service composition [WPBO03].

Sections.The next section introduces the formal presentation of tiedlpm of
building consensus. We discuss several abstractions fopacdng ontologies such as
lexical, conceptual, or information retrieval. We alsoadiss methods for mapping con-
cepts. Section 3 introduces social networks of agents andthey communicate and
collaborate with each other from the perspective of buddionsensus. In Section 4,
we present our methods for building consensus ontologigée8ection 5, we present
our experiments and results. Section 6 discusses posgibtgidns of future work and
in the last section we conclude.

2 Formal Definitions

In this section, we give a formal introduction and definisdn the problem of finding
consensus among a given set of ontologies.



SM(L“LJ) — max (07 min(|L;|,|L;]) — ed(LivLj)) 1) precision((’), OC) _ lelements(O) N elements(Oc)| (8)

mi”(‘Li"‘LjD elements(O)

— ﬁ ZLiECI maILjeﬁst(Li, LJ) (2) T@CQ”(O7 OC) _ |elements(O) N elements(O¢)| (9)

elements(O¢)

_ ﬁ ZgieL SM(Lc,L;) ;m(ﬁi,ﬁc) (3) FM(?LISUT(:‘(O, OC) _ 2xrecall(O) X precision(O) (10)

recall(O) + precision(O)

AS(Cy,<b):={CeC|C; <& C; vV Ci=C;} (8)| Precision(Oc) = ﬁ >_0,co precision(0;)  (11)

TS(L,0;,0;) := {

TS1(L7 OZ‘7O]')7 if L e [,j

TS(L,0.00. Lge, O Feeall00) =51 Yo corecall(O)

(12)

TS(0;,0;) = ﬁ >rec, TS(L,05,05) (6)| FMeasure(Oc) = ﬁ >0,co F'Measure(O;) (13)

TS(O7O) _ 1‘ Zoigo T5(0,0;) ;ﬁ(@i,o) (7) ON =< ﬂ?:l Ci7 <n>

O]

(14

Table 1. Heuristic measures for evaluating ontologies and themetsds.

2.1 Problem Formulation

We define an ontology as a 2-tupteC, <¢> whereC represents the set of concepts
and <¢ is the “subClassOf” relation which relates two conceptsif@gthe subclass
of relation.C; <¢ Cy denotes that; is a subconcept of’;. A multiagent system
(MAS) is a set of agentsd = {A;...A,}, where agents interact by asking each
other questions and evaluating the answers they receieb.&gentd; has an ontology
0, =< C;, <¢,> and a lexiconf;, which defines the set of allowable terms.

We useO" to denote the ontology which represents the intersectiangi¥en set
of ontologies O, whereO; € O and<n, defines an ordering consistent with all of the
given set of orderings (equation 14, see Table 1).

In Table 1, we define a number of heuristics for evaluatinglogies and their
elements. We base some of our heuristics on Maedche’s [Nlaep&sentation. We
compare ontologies at three different levels of abstractexical (equations 1, 2, and
3), conceptual (equations 4, 5, 6, and 7), and based on thsumesaof information
retrieval (equations 8, 9, 10, 11, 12, and 13).

We compare two ontologies #te lexical level by averaging over the syntactic
similarities of their lexicon (equation 2). The string nisittg heuristic that we use,
SM, is defined based on the edit distaned,(equation 1). The.| operator used in
the equations corresponds to the length of the lexical tarthe size of the lexicon
depending on the context. The similarity of the lexicon @& tionsensus ontology to the
lexicon of component ontologiek, can be computed by averaging over all component
ontologies (equation 3). Sinc&M is asymmetric, we take the arithmetic mean.

At the conceptual levelve use the similarity between the conceptual taxonomies
of two given ontologies. The conceptual similarity betwéga concepts”; andC} is
approximated by calculating the similarity between theicestor sets (AS) (equation
4). Based on AS, we calculate the taxonomic similarity (T&zen two conceptual
hierarchies<?, of O; and<. of O, for a given lexical term (equation 5). When there
exists a lexical entryL that is in£; but not in£;, then we search for the maximum
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Table 2. Methods for mapping concepts.

overlap among all those lexicon @f; (7'S2). We define the average taxonomic sim-
ilarity between two ontologies]'S (equation 6), and compute the average similarity
of the taxonomy of the consensus ontology compared to tletaries of component
ontologies by averaging over all component ontologiesgéqno 7).

We can view building the consensus ontology task within ttape of information
retrieval, where there exists a set of target elements thadre trying to retrieve, the
consensus ontology, and a larger set that we choose frorsettod component ontolo-
gies. Equations (8-13) give the definitions for our inforimatretrieval measures where
the functionelements(O) returns the set of class lexicon in ontolo@y In this sense,
precision corresponds to the proportion of selected lexitat the system got right
(equation 8) whereas recall corresponds to the proporfitredexicon that the system
selected (equation 9). Equations 11, 12, and 13 calculatevttrages for precision, re-
call, and F-Measure values correspondingly. The closemtbasures we use are to 1,
the better they are.

2.2 Mapping Concepts

This section presents our method of mapping concepts fréiareint ontologies. Given
two ontologies®; and O; with lexiconsZ; andL;, let L; € £; andL; € L;. A
mappingfunction, m, betweenl; € £; andL; € £L; is a function whose domain is
L; of O; and whose range i§; of O;. Then, under the mapping, we can use;
whenever we usé;.

Our method for concept mapping is given in Algorithm 1. ThadionOC M re-
turns the level obrdered conceptual matdietween two concepts corresponding to the
lexical entries in their respective ontologies. This fumetis based on the taxonomic
similarity that we have defined. We have set the threshoklddfor the concept map-
ping as0.6, 0.3, and0.5 for a1, as, andag correspondingly. Our experiments verify
that this selection gives us good resutis(L1) = L, states that concept topic names
L, and L, match with the mapping functiom.

In Table 2, we list definitions for concept matching. We adiby@ mathematical
representation used in [Mae02] for formal ontology. Thatieh 7 C L x C denotes
referencedor concepts. Based af, let for L € L¢:

F(L)y={CecC|(L,C)eF} andfor F~}(C)={L € Lc | (L,C) € F}.




We define abstractions for upwards cotopy (UC, equationié%iy;al concept match
(LCM, equation 16), concept match (CM, equation 17), ordegvards cotopy (OUC,
equation 18), ordering match (OM, equation 19), and ordewaatept match (OCM,
equation 20). LCM ignores the depth of the hierarchy considién different ontolo-
gies. Highly specialized ontologies might use variouslewden representing the same
hierarchical composition. To give an example, given twadnehical structures of two
ontologies,

{Cy = B;B — A} C <} and{Cy - Y;Y — B;B — X; X — A} C <2,

the concept match betweél andCy becomesCM (Cy, O1,C5,02) = % This dis-
crepancy might increase when comparing two hierarchicatsires belonging to two
different agents with different expertise levels.

One way to overcome this is to define similarity based on thepdiance of the
hierarchical order in which concepts are positioned in the hierarchies. Based on
such a measur&;; andC> should have a perfect match. Thus, we define an ordered
concept set as: aordered seis ann-tuple, denoted byay, as, . .., an}<, such that
there exists a total ordeg, defined on the elements of the set. Based on this ordered set,
we can define a new type of mappimgpnotone mapping mappingm : £; — Lo,
whose domain is the lexicon @; and range is the lexicon dPs, is monotone or
order-preserving, if forly, Lo € £1, L1 < Lo impliesm(L;) < m(Lsy), where
m(Ll), m(LQ) € Lo.

Ordered concept match (OCM) is based on order-preservimgpimgs.< .. term
in OUC definition (equation 18) represents the total ordeedaon the taxonomic hi-
erarchy of concepts. Various techniques of representidgran RDF is presented by
Melnik and Decker [MDO1]. The overlap between two orderetd segiven by the or-
dering match (OM), wherél¢ , = {a1,a2,...,an}<,, B<y = {b1,b2,.. ., bn}<y,
andm is a mapping whose domain ¢, and range i3¢,. Simplest such mapping
is the lexicographic equivalence function, which can bengefiasm = {(z,y) | = €
A<, y € Bg,, Lex(x) = Lex(y)} whereLex() is a function from set elements to

XA

lexical entities which signifies the element.

Algorithm 1: Concept mapping.

Given: Two lexical entried.; and L, belonging to ontologie®; and O,
correspondingly, find out if their concepts do match withgheametersy,, a2, and
a3 used as thresholds.
if SM(L1,L2) > aq then

if OCM(L1, 01, Lz, (92) > a2 then

l’n(L1) = L2

else fOCM (L1, 01, L2, O2) > as then

m(L1) = L2
else

m(L1) 75 L2




3 Social Networks

A referral system is a multi-agent system in which agentgeoate by using referrals
where areferral corresponds to a link to another agentétnréhe models of agents. A
social network refers to a set of agents which socially axtewith each other by using
queries and answers [YS03]. Agents in our system have a nuafipelicies to learn
models of other agents that they interact with. These matele information about
their expertise, the projected ability to produce correveers, and their sociability,
the projected ability to produce correct referrals.

The system differentiates between each agent’s interadt®xpertise since these
two aspects do not necessarily overlap. This enables us tielnite change in each
agent’s expertise as they develop new interests and ugugiteskpertise correspond-
ingly. Each agent poses a query based on its own interestseTdueries are first sent
to potentially expert agents in the neighborhood of an agegents receiving a query
may answer the query based on their confidence in their ansiesfer to another
agent that is more appropriate. The received answers acefosevaluating the ex-
pertise of the answering agent. We represent queries, ansaral interests as sets of
(term, expertiseValue) tuples when we calculate the similarities between them.

Definition 1 (Similarity). Given two sets of term-value mappings, a qu@rgnd ex-
pertise F£, the similarity of@ to E is found as follows:

2 X ej

vV nZ?d qi27

wheren is the number of terms in the quety, € @ is aterm inQ@, ande; € Eis a
term in £ such thatm(¢;) = e;.

QoFE =

Definition 1 is similar to the cosine similarity measure tvaighs expertise vectors
with higher magnitude more. Each agent has an expertiskiteseconcept term from
its ontology, defined in the rand@, 1]. Expertise levels are learned dynamically by the
social network through query-answer interactions andsassents of the answers. As
the interests of agents change, the contents of the quedties ask change and this,
in advance, causes the expertise levels and the consetrscailiee to evolve over time.
Thus, the system we have developed can be characterizedyemmidally evolving
semantic system based on the social interactions.

Agent Communication. When two agents4; and A;, communicate, they may
experience misunderstandings based on the discrepandiasii intended meanings.
Given a lexical tern; from O; being used by, to communicate witt;, we might
observe thal; is not presentir®;. In that case, we need to find the best matching con-
cept fromO;. In another case, two lexicalh; andL; can be syntactically equivalent
but conceptually different. We accept that two agents caalr@ shared understanding
when the lexical terms they use to communicate share the saaeing where the
meaning is based on the terms themselves and their cordisigoronceptual struc-
tures. We resolve these issues by using our concept mapigiogtam (Algorithm 1).
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4 Building Consensus Based on Domain Expertise

We present an algorithm based on the observation that art adenis expert in a
domain will likely be able to conceptualize the underlyitrgisture of the domain better
than others.

Algorithm 2 : Building consensus based on domain expertise.

1 Given: A set of agents4, sharing a set of ontologie®), find the consensus ontology,
Oc, represented by a consistent set of statements such tlegirésents a consensus
for the MAS.

2 Oc =(;_, 04,

3 while newLeafSetSize # LeafSetSize do

4 LeafSet = getLeaves(O¢)

5 LeafSetSize = |LeafSet|

6 for Csup; € LeafSet do

7 Aczpert = getDomainExpert(O, Coyp;)

8 expansionSet = get DomainConceptualization(Oa,,pep» Csubs)
9 for Cop; € expansionSet do

10 Ciy; = getBestMatchingConcept(O, Cop;)
11 if Cy; # 0 then

12 add(Oc, Csubs, Copy)

13 else

14 add(Oc¢, Csubj, Cobj)

15 end

16 newLeafSet = getLeaves(Oc¢)

17 newLeafSetSize = |newLeafSet|

18 end

19 end

In Algorithm 2, we first initialize the consensus ontologythe intersection of the
component ontologies. This forms the upper ontology modeépted by all agents
in the MAS. For each concept in the leaf set, that is the sebntepts that are con-
sidered as leaves when the ontology is seen as a tree, wendetehe expert agent
in that domain. Given the set of agent ontologies from the Mah8 a concept, the
getDomainExpert function returns the agentl.,,, which is the expert in the do-
main corresponding to the concept. Based4an,’s conceptualization of the domain,
we find an expansion setzpansionSet, which contains the set of concepts that are
subclasses of the domain. For each concepi in the set, we try to find a matching
concept from the component ontologies which has a highezréisp level. For a given
set of component ontologies and a concept,gheéBest M atchingConcept function
returns the best matching conce@gbj, from all ontology models which has the best
expertise level greater than the expertise level'gj;. If the expertise level oC(’)bj is
not greater than the expertise levek@,;, then this function returns the empty set.



The retrospective approach assumes that an expert agesgircfoo a given concept
term is likely to be good in its subconcepts. This assumptidght not be true in all
cases. For instance, an expert in Java programming migheeatssarily be good in
programming itself.

4.1 Building Consensus By Simulated Annealing

In this section, we present a method based on heuristictsé&arthe space of RDF
statement triples for finding the consensus ontology ad &mr@ement among multiple
component ontologies. We seek to find the best consensubgnt®, by adding
statements to the initial consensus, which is sé?to To prevent local minima, we use
an approach based on randomized algorithms in which we calonaize the statement
selection up to a level so that we are allowed to make bad moves

Our general approach to consensus building is based onagiealdnnealing [RN95].
Inthe inner loop, we pick a random statement and check td gemproves the heuris-
tic value. If it does, we add the statement to our currentensigs ontology. Otherwise,
with some probabilityp = e, we add the statement.decreases exponentially with
the badness of the move\E. Also, the parametef determines the likelihood of us
allowing bad movesschedule determines the value @f based on a function of the
number of cycles that has already been completed.

Algorithm 3 : Building consensus by simulated annealing.

1 Given: A set of ontologied), find the consensus ontology represented by a
consistent set of statement%;, such that it has maximum heuristicValue.

2 O¢ =, O; (Initialization)

3 S:UZZI O — Oc

4 t = 0; (Temperature)

5 ¢ = 0; (Energy)

6 fort«— 1tooodo

7 T « schedulelt]

8 if 7'= 0 then

9 returnO¢

10 Sk = randneighbor(O¢, S)

11 AE = heuristicValue(Oc U Sg, O) — heuristicValue(O¢, O)
12 if A > 0then

13 Oc =0cUSy

14 else

15 Oc = O¢ U Sy with probabilitye
16 end

In Algorithm 3, heuristicValue function is any heuristic measure that estimates
the level of overlap based on the given component ontologeschoose to use the

taxonomic overlap measur&0, which corresponds to the taxonomic overlap among
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its arguments. This is due to our data set which containslyntastonomic relations
and due to the fact that taxonomic relations are more impbtten non-taxonomic
ones.randneighbor(O¢,S) is a function which returns a randomly chosen neighbor-
ing statementSy, € S, of the current consensus ontology such tAatu Sy, is consis-
tent. By neighboring statements to an ontology, we meandhefstatements that can
be added to extend a given ontology such that the consisispecgserved.

5 Experiments and Results

We have experimented with a number of agents ranging fronilB@@ having various
numbers of differing ontologies ranging from 2 to 53. Theaxtige levels of agents are
initialized to a measure of the depth of the domain withinheagent’s ontology. The
results of our experiments are given in Table 3. We evaluatmaensus ontology based
on how well it fits with the component ontologies of the givegeats. The evolving
nature of the consensus ontology that is generated amongdeftds using 53 different
ontologies can be seen in Figure 2, which are ordered acuptdiF-Measure.

In our experiments, we attempted to address the variandeeipérformance of
the consensus ontology with respect to the number of agevds/ed and the number
of differing ontologies used. We present our results in &a@blwheredvgSynSim
and AvgTaxSym corresponds to average syntactic and taxonomic similadtres
correspondingly. The resulting graph when the results &tteg in 3D is given in
Figure 3. The results show that the performance increases s we decrease the
number of agents collaborating towards the consensus andrégases greatly as we
decrease the number of different ontologies taking role.

We have also experimented with the threshold values uséé similarity measures
to find the best setting for building consensus. Under thiangetith 50 agents sharing 5
different ontologies, we have found thatalues o0f0.6, 0.3, and0.5 for a;, oz, andas
correspondingly gave the best results for the syntactidaxmhomic match measures.
F-Measure is maximized when, o, andas is set t00.5, 0.2, and0.3. We chose to
use0.6, 0.3, and0.5 for the presented experiments which gave good results lhvélia
concept mapping algorithms need to balance the weights dorethe lexicon, which
may be regarded as the pointers to the real concepts, andetighta given for the
conceptual structures themselves.

6 Future Work

In the current version of the system, only the consensudamas allowed to evolve
whereas individual agents’ ontologies remain unchangkowig each agent to change
its ontology based on queries might be a better alternativeimulations.

The final consensus ontology that is built can be refined basesbme heuristics.
One such heuristic is th@oherence continuuntf the expert agent chosen for domains
that are consecutively ordered based on the subclas®orglatich as ity C Cy C Cj,
alternate, then we can choose to refine the consensus onsaldigat all the domains are
chosen from the alternating agent’'s recommendation. Fameie, if A; is the expert



11

for domainsC; andC5; and A, is the expert foiCs, then to preserve the coherence we
can discard the intermediate agea$,s conceptualization.

Another refinement can be done in choosing good domain expkle can choose
to store domain expert histories which can later be used sal¢at experts from when
the expertise of the best agent in the current domain is ngbad as the agents who
are experts in the upper levels of the consensus ontology.rétrospective approach
assumes that an expert agent chosen for a given conceptddikely to be good in
its subconcepts. In the real world, this assumption mightbeotrue in all cases. For
instance, an expert in Java programming might not necésbargood in programming
itself.

7 Conclusion

We studied the generation of consensus ontologies amomgsagaving differing on-
tologies within the multiagent system framework. The systeat we have developed
has the capability of modeling the emergence of consenguatements among socially
interacting agents. We developed heuristics measurevétuating the consensus on-
tology based on three different perspectives and methadsdioceptual processing.
We presented a method of concept mapping based on the caoatsftictures in the
ontologies.

We expect that this research will help us understand anddlizenthe tradeoffs
between approaches to building consensus which can |aenngee inference mecha-
nisms that can be in place.
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Fig. 2. Evolution of consensus among 500 agents using 53 differ@ntagies ordered according
to their FMeasure performance.
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Measure value

| 5 | 10 | 25 | 50 | 100 | 250 | 500 | 1000

AvgSynSim 0.3856 0.3856]0.3856(0.3856{0.3856|0.3856

2 AvgTaxSim 0.2890 0.2890(0.2890{0.2890{0.2890|0.2890
FMeasure 0.5417 0.5417|0.5417(0.5417|0.5417|0.5417
AvgSynSim||0.1258 0.1249|0.1231{0.1267{0.1267|0.1240

5 AvgTaxSim|0.2011 0.1997|0.1970{0.2025|0.2025|0.1984
FMeasure ||0.2433 0.2472|0.2550{0.2393(0.2393|0.2511
AvgSynSim 0.0710 0.0783/0.0783(0.0759{0.0979|0.0963
10 AvgTaxSim 0.1666 0.1678|0.1678(0.1674|0.1962|0.1777
FMeasure 0.2234 0.1893/0.1893(0.2006{0.1993|0.2384
AvgSynSim 0.0266/|0.0264|0.0265|0.0266{0.0261{0.0262
25 AvgTaxSim 0.12780.1289|0.1283]0.1278{0.1305{0.1300
FMeasure 0.1239] 0.103 |0.1135]0.1239(0.0716|0.0821
AvgSynSim 0.0162|0.0141{0.0131{0.0144|0.0141
53 AvgTaxSim 0.1181|0.1188(0.1164|0.1281|0.1188
FMeasure 0.0794/0.0884(0.0938]0.0831|0.0884

Table 3. Evaluation results for the consensus built.
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Fig. 3. Results plotted in 3D.
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